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Abstract 
Digital filters are used in signal processing and communication systems. In some cases, the reliability of those 

systems is critical, and fault tolerant filter implementations are needed. Over the years, many techniques that 

exploit the filters’ structure and properties to achieve fault tolerance have been proposed. As technology scales, 

it enables more complex systems that incorporate many filters. In those complex systems, it is common that 

some of the filters operate in parallel, for example, by applying the same filter to different input signals. 

Recently, a simple technique that exploits the presence of parallel filters to achieve multiple fault tolerance has 

been presented. In this brief, that idea is generalized to show that parallel filters can be protected using Bose–

Chaudhuri–Hocquenghem codes (BCH) in which each filter is the equivalent of a bit in a traditional ECC. This 

new scheme allows more efficient protection when the number of parallel filters is large.  
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I. INTRODUCTION 
Finite impulse response (FIR) digital filters are 

common components in many digital signal 

processing (DSP) systems . Throughout the years, 

with the increasingly development in very large scale 

integration (VLSI) technology, the real time 

realization of FIR filter with less hardware 

requirement and less latency has become more and 

more important. Because the complexity of 

implementation grows with the length of filter, 

several algorithms have been made to develop 

effective architectures for realization of FIR filters in 

application specific integrated circuits (ASIC) and 

field programmable gate arrays (FPGA) platforms 

and one of them is error robust design. The main 

portion of error tolerant -based FIR computation is 

parity blocks that stores the pre-computed values and 

can be read out easily, which makes FIR computation 

well suited for FPGA realization, because the 

memory is the basic components of FPGA. 

Moreover, this technology represents a number 

of attractive features such as simplicity, regularity 

and modularity of architecture. Also, the error 

detection  technique can be designed to meet various 

speed requirements, for example, it can be designed 

for high-speed implementation where  all bits of one 

word are processed per clock, it can also be designed  

for medium-speed implementation where several bits 

of one word (not all bits) are processed per clock. In 

recent years, fault tolerant-based FIR filter has 

gained substantial popularity as a primary DSP 

operation and are rapidly replacing classic analog 

filters. 

 

 

 

 

II. PARALLEL FILTERS 
In any FIR filter convolution is carried out by  

 

y[n] = ∑  x[n − l] · h                                             [l]. 

 

Where x[n] is the input signal, y[n] is the output, 

and h[l] is the impulse response of the filter [7]. 

When the response h[l] is nonzero, only for a finite 

number of samples, the filter is known as a FIR filter, 

otherwise the filter is an infinite impulse response 

(IIR) filter. There are several structures to implement 

both FIR and IIR filters. 

The data and parity check bits are stored and can 

be recovered later even if there is an error in one of 

the bits. This is done by recomputing the parity 

check bits and comparing the results with the values 

stored. 

 
Figure1. fault tolerant FIR filter based on hamming 

code 
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III. ERROR CORRECTION 
Convolution codes are important because they 

are commonly used both as channel coding technique 

and as building blocks in other techniques as turbo 

codes and LDPC codes. Turbo code is a forward 

error correction code class and was the first practical 

code to perform near channel capacity.  

For each of n input bits to the encoder the output 

is m bits where m ≥ n ((m,n) code) and the code ratio 

is R = n/m, generally a lower code ratio R (more 

redundancy) increases the error correction/detection 

possibility A parity check matrix H with dimensions 

(m − n) × m is then used to check if the incoming 

codeword is valid 

 
Using the well known (7,4) Hamming code as an 

example we have the generator matrix 

 
And the parity check matrix 

 
 

A tanner graph can be generated using the parity 

check matrix H of a code, where the nodes to the left 

correspond to codeword bits and the right nodes 

corresponds to check equations. E.g. the first row in 

the (7,4) Hamming code corresponds to check node, 

the check equation is 

             z1[n] = y1[n] + y2[n] + y3[n]  

             z2[n] = y1[n] + y2[n] + y4[n]  

             z3[n] = y1[n] + y3[n] + y4[n]. 

 

For example, an error on filter y1 will cause 

errors on the checks of z1, z2, and z3. Similarly, errors 

on the other filters will cause errors on a different 

group of zi. Therefore, as with the traditional ECCs, 

the error can be located and corrected. 

For the filters, correction is achieved by 

reconstructing the erroneous outputs using the rest of 

the data and check outputs. For example, when an 

error on y1 is detected, it can be corrected by making  

yc1 [n] = z1 [n] − y2 [n] − y3 [n] 

 

IV. PROPOSED SCHEME 
The block codes are implemented as (n, k) codes 

where n indicates the codeword and the k defines the 

original information bits. Therefore, the number of 

redundant bits need to be added in to the original 

message bits are given as (n – k). The block codes 

are fixed channel codes. The BCH codes and the 

Reed Solomon codes are the subset of the block 

codes. Choose n, k, t values 

n- Block length 

k- Message bit 

t- Error correcting code 

n = 15 

k = 7 

t = 2 

The block length of the BCH code, constructed 

over GF (2
m
) is given by n = 2

m – 1
. BCH codes are 

cyclic codes, and the degree r of the generator 

polynomial of a (n, k) is given by (n-k). So, the 

information bits length of the BCH codes is given by 

k = 2
m

 – 1- r. In a Block codes the Codeword is a 

combination of an information bits and parity bits. 

The information bits are those bits which carries 

the message while parity bits provide security and 

ensure that the codeword has a correct structure 

required for the block codes. Encoder generates the 

parity bits as well as concatenates them to the 

information bits. For k – information bits and r- 

parity bits the generated codeword n will be the sum 

of information bits and parity bits, given as n= k + r. 

In this work we carried out (15, 7) BCH encoder 

based FIR parity generation and its equivalent 

decoder is designed. 

The generator polynomial of the code is 

specified in terms of its roots over the Galois field 

GF (2
m
). Let α be a primitive element in GF (2

m
).The 

generator polynomial g(x) of the code is the lowest 

degree polynomial over GF (2). Let mi(x) be the 

minimum polynomials of αi then generator 

polynomial G(x) can be computed  

       G(x) = LCM [m1(x), m3(x), …., m2t(x)]  

 

In this work n=15, k=7 and t=2 is considered. 

Hence the generator Polynomial with,α1, α2,... α4 as 

the roots is obtained by multiplying the following 

minimal polynomials: 

                 m1(x) = 1+x +x
4
 

                 m3(x) =1+x+x
2
+x

3
+x

4
 

Substituting m1(x) and m3(x) in the equation  

generator polynomial is obtained. 

                G(x) = LCM {m1(x), m3(x)} 

                G(x) = {(1+x +x
4
) (1+x+x

2
+x

3
+x

4
)} 

                G(x) =1+x
4
+x

6
+x

7
+x

8
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Fig.2 Block diagram of (15,7)  BCH Encoder 

 

 The parity equations are 

         X8  = (X1 + X3 + X5 + X6 + X7) 

         X9  = (X2 + X2 + X3 + X5 + X6) 

         X10 = (X3 + X7 + X3 + X6 + X5) 

         X11 = (X4 + X7 + X6 + X3 + X5) 

         X12 = (X5 + X6 + X1 + X2 + X3) 

         X13 = (X6 + X5 + X7 + X1 + X2) 

         X14 = (X7 + X4 + X6 + X7 + X1) 

         X15 = (X1 + X3 + X5 + X6 + X7) 

Error will be corrected by regenerating faulty 

FIR blocks from parity blocks which are pre-

computed. 

 

For example consider parity1 and parity2 equations 

        PARITY1 = (X1 + X3 + X5 + X6 + X7) 

 

        PARITY5 = (X5 + X6 + X1 + X2 + X3) 

      

If we compare this results with FIR block 

outputs if first one mismatched & second one 

matched   X7(7
th

 FIR block) will be error block. 

  

       Faulty 7
th

 block can be regenerated by 

subtracting all other results from PARITY1 block. 

(X1 + X3 + X5 + X6 + X7)- X1 –X3- X5-X6 

= X7(corrected 7
th

 block)  

 

 
Fig.3.Proposed scheme for FIR filter based on BCH 

code. 

 

V. SIMULATION RESULTS 
The proposed system is simulated using 

MODELSIM- ALTERA 6.4A and functionality of 

each filter is verified. Synthesis was carried out using 

QUARTUS-II. 

 
Fig.4 Simulation Results of FIR Filters 
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Fig.5 Simulation Results of Parity FIR Filters 

 

 
Fig.6 Simulation Results of Fault Occured FIR Filters 

 

 
Fig.7 Simulation Results of Fault Occurred FIR 

 

Filters  after Error Correction 

Error 

Correction 

Type 

Filter 

Order 

(taps used) 

Area 

Utilization 

(LE’S used) 

Power 

Dissipation 

(mW) 

Frequency 

(MHZ) 

BCH 

CODE 
5-tap 1367 77.35 127.24 

        

TABLE I ALTERA cyclone III FPGA (EP3C16F484C6) 

Quartus II Synthesis Result 

 

VI. CONCLUSION 
 This brief has presented a new scheme to 

protect parallel filters that are commonly found in 

modern signal processing circuits. The approach is 

based on applying ECCs to the parallel filters outputs 

to detect and correct errors. The scheme can be used 

for parallel filters that have the same response and 

process different input signals. The technique 

provides larger benefits when the number of parallel 

filters is large. 

The proposed architecture can be easily used to 

implement high order FIR filters e.g. 20-tap with 

different coefficients wordlength without suffering 

from large architecture  reconstruction and with low 

hardware complexity needed for the design. The 

proposed scheme can also be applied to the IIR 

filters. The future work is to perform a VLSI 
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implementation of pulse shaping FIR filter for ultra 

wideband communications. 
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